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Abstract. In this study, we show that optimising cutting forces as a machining response gave the most
favourable conditions for turning of Ti-6Al-4V alloy. Using a combination of computational methods involving
DEFORM simulations, Taguchi Design of Experiment (DOE) and analysis of variance (ANOVA), it was
possible to minimise typical machining response such as the cutting force, cutting power and chip-tool interface
temperature. The turning parameters that were varied in this study include cutting speed, depth of cut and feed
rate. The optimum turning parameter combinations that would minimise the machining responses were
established by using the “smaller the better” criterion and selecting the highest value of Signal to Noise Ratio.
Confirmatory simulation revealed that using cutting speed of 120m/min, 0.25mm depth of cut and 0.1mm/rev
feed rate, the lowest cutting force of 88.21N and chip-tool interface temperature of 387.24 °C can be obtained.
Regression analysis indicated that the highest correlation coefficient of 0.97 was obtained between cutting forces
and the turning parameters. The relationship between cutting forces and the turning parameters was linear since
first-order regression model was sufficient.
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1 Introduction

Ti-6Al-4V, an a+b titanium alloy remains the most
studied and most utilised titanium alloy. It is amenable to
different heat treatments or thermomechanical treatments
which do not only manipulate its phase constituents but
yield a good combination of mechanical properties [1–3].
The balanced combination of corrosion resistance, biocom-
patibility and mechanical properties exhibited by this alloy
makes it potentially attractive for a wide range of
applications [4,5]. As one of the foremost titanium alloys
developed in the 1950s, the alloy is used widely for making
aerospace and military components, however, its applica-
bility spans through other industries such as chemical,
jewellery, automotive and biomedical industries [6].
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Ti-6Al-4V alloy, like many other titanium alloys, is
only used where its attractive properties outweigh the cost
of the alloy [7]. For example, aluminium alloys and
aluminium based composites are preferred lightweight
materials to titanium alloys in the automotive industry
because of their affordability [8,9]. Hence, high cost has
been the main impediment to the widespread use of
titanium alloys [9]. The high cost of production of titanium
alloys is due to several factors including difficult extraction
process due to affinity for interstitial elements, use of
expensive alloying elements such as vanadium, molybde-
num, niobium and tantalum, multi-stage forging involving
up to forty steps and difficult machining [2,10]. Of these
factors, machining has been reported to be the most
significant as it accounts for 40% of the total cost of making
finished titanium components and up to 90% loss of
material is incurred during the process [7,11]. The difficulty
in machining titanium is due to low elastic modulus, low
thermal conductivity and alloy composition [12]. Several
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Table 1. Turning parameters for the simulation model
Genga et al., [45].

Parameters Values

Cutting speed (m/min) 30 60 120 150
Depth of cut (mm) 0.25 0.75 1.00 2.00
Feed rate (mm/rev) 0.30 0.25 0.15 0.100

Fig. 1. Meshed WC tool and Ti-6Al-4V workpiece.
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approaches have been adopted to reduce the contribution
of machining to the cost of manufacturing titanium alloys,
some researchers have developed novel powder metallurgy
routes [13,14] such as the FAST forge [15,16] which allows
for direct production of near-net-shaped components with
little or no machining while others have focused on
improving machinability of titanium alloys through
parametric optimisation methods [17–20].

There has been a remarkable success in developing
novel processes which neglect machining during processing
of titanium components, but the translation of these
processes to full-blown technology for large-scale commer-
cial production is still at the infant stage [7,21].
Consequently, research efforts which focus on the optimi-
sation of the various parameters for the conventional
machining processes have continued to be of interest to
researchers. These parameters largely depend on whether
traditional machining such as milling, drilling and turning
[22–24] are used, or non-traditional methods such as
electrochemical machining [25], electrical discharge
machining [26], laser beam machining and ultrasonic
machining [27] are utilised.

In most cases, studies involving full factorial experi-
mental design [20,28] have been used to optimise
parameters for machining of Ti-6Al-4V and other titanium
alloys. For instance, in the traditional machining where
there is contact between the cutting tool and the titanium
workpiece, many process parameters are involved. These
include cutting tool material, geometry of the cutting tool,
lubrication conditions, tool life, cutting speed, depth of cut,
feed rate, cutting power, cutting forces, chip formation,
tool-chip interface temperature and surface roughness
[29,30]. Understanding the relationship between these
parameters and how they influence the machinability of
titanium alloys require high experimental cost. Therefore,
computational methods involving finite element simula-
tions, Taguchi method, Artificial Neural Networks have
become more attractive to researchers since these methods
have the potential of reducing the cost of experiments
significantly [20,31–33].

In this study, a validated DEFORM 3D finite element
simulation, Taguchi DOE, and ANOVA analyses were
used to evaluate the influence of cutting parameters such as
depth of cut, cutting speed and feed rate on common
machining responses: cutting forces, chip-tool interface
temperature and cutting power during turning of Ti-6A-4V
alloy. Since it is well established that lower cutting forces
and lower chip-tool interface temperature often results in
good machinability [34], the main objective in this study
was to determine the most effective machining response to
be optimised to obtain lower cutting force and chip-tool
interface temperature (Tab. 1).

2 Methods

2.1 Finite element simulation on DEFORM 3D

Finite element analysis (FEA) has been used widely in
many production processes, such as forging and machining
[35–38]. The application of FEA in the production industry
saves time and production cost, hence reducing the tedious
design process [39,40]. Researchers have used finite element
method to predict the effect of machining parameters
(cutting speed, depth of cut, tool geometry and feed rate)
on the cutting forces, chip formation, temperature, stress
and pressure distributions [41,42]. The results obtained
from FEA have shown to be comparable with experimental
results [43,44].



Fig. 2. Representative illustration of the DEFORM simulation at 120m/min cutting speed, 2mm depth of cut and 0.15 rev/min feed
rate showing (a) temperature distribution (b) point tracking of temperature at the chip-tool interface (c) cutting force prediction and
(d) cutting power prediction.

Table 2. Turning simulation model conditions.

Input parameters Values

Workpiece temperature 25
Tool temperature (°C) 25
Environment temperature (°C) 25
Friction factor 0.6
Convection coefficient between
tool and environment (N/smm °C)

0.02

Heat transfer coefficient (N/smm °C) 45
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In this study, DEFORM 3D® v11.0 software has been
used to study orthogonal turning of Ti-6Al-4V alloy shown
in Figure 1a. The cutting tool (DNMA432) and tool holder
(DCKNR) used in this study are from the software library.
Geometric parameters of the tool and tool holder were as
per default software geometrical dimensions. The material
studied (Ti-6Al-4V alloy) was taken from the software
library Figure 1b. The turning simulation parameters are
as given in Table 1 were selected based on an experimental
study conducted by Genga et al. [45]. Genga et al. [45]
considered cutting speed of 60 and 120m/mm, 0.75 and
1.0mm depth of cut and 0.25 and 0.15 (mm/rev) feed rate
in their work. In this work, additional parameters were
added to expand the experimental matrix. The turning
parameters considered in this study are as shown in
Table 1. On the DEFORMmachining module, the selected
workpiece had a curved configuration with a diameter of
50mm. Only a segment (25°) of the workpiece was
modelled to reduce the number of elements, thus reducing
the computational time. The workpiece was modelled as a
plastic object. The meshed workpiece had tetrahedron
elements generated using the automatic software mesh
generation system. This implies that re-meshing was set
within the system using incremental Lagrangian formula-
tion during the simulation. The minimum element size, for
the workpiece, was specified at 25% of the feed rate.
Tungsten carbide which was used by Genga et al. [45] in
their experiment was selected as the tool material in
DEFORM. You et al. [46] reported that carbide tools are
the best tool for turning titanium alloys. The cutting
tooltip and the cutting zone in the workpiece had a finer
mesh density to increase the simulation output accuracy.
Figure 2 shows representative images of the machining



Table 3. Simulation control factors and levels.

Factors Units Symbol Levels

1 2 3 4

Cutting speed m/min Cs 30 60 120 150
Depth of cut mm Dc 0.25 0.75 1.00 2.00
Feed rate mm/rev Fr 0.10 0.15 0.25 0.30

Table 4. L16 orthogonal design array.

Trial no. Simulation control factors

Cutting
speed
(m/min)

Depth
of cut
(mm)

Feed rate
(mm/rev)

1 30 0.25 0.10
2 30 0.75 0.15
3 30 1.00 0.25
4 30 2.00 0.30
5 60 0.25 0.15
6 60 0.75 0.10
7 60 1.00 0.3
8 60 2.00 0.25
9 120 0.25 0.25
10 120 0.75 0.30
11 120 1.00 0.10
12 120 2.00 0.15
13 150 0.25 0.30
14 150 0.75 0.25
15 150 1.00 0.15
16 150 2.00 0.10
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simulations on DEFORM. The cutting tool was considered
as a rigid object and moved at a specified cutting speed by
using 25 000 tetrahedron elements. During turning, shear
friction occurs between the chip and the rake face of the
cutting tool [47]. In 3Dmachining simulation, shear friction
between the cutting tool and the workpiece was taken to be
constant with friction factor of 0.6 representing a wet
machining condition. The finite element simulation con-
ditions used in this study are summarised in Table 3.

The cutting forces generated as the tool moves over the
surface of the workpiece in orthogonal turning are obtained
in the x, y and z-directions as Fx, Fy and Fz respectively.
The resultant force in this study was calculated using
equation (1) [48]:

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fxð Þ2 þ Fy

� �2 þ Fzð Þ2
q

ð1Þ

2.2 Taguchi methodology

Taguchi’s design approach is a statistical tool that provides
means of simultaneously studying the effect of multiple
variables. This method provides an easier way to
understand the relationship between parameters in a given
production process. In this technique, a set of parameters
can be studied to optimise the production process, hence
improving the quality of the final product. The set of
parameters and levels is determined by an orthogonal array
(OA) to evaluate the characteristic quality through a
minimal number of experiments [49]. The OA is deter-
mined by the number of factors and levels. The total degree
of freedom (DoF) is used to calculate the minimum
required orthogonal array for the optimisation analysis
[49,50]. In this study, the cutting force, cutting power and
the chip-tool interface temperature was optimised for a
given set of factors: cutting speed (m/min), depth of cut
(mm) and feed rate (mm/rev). Four different levels and the
three factors were used, as shown in Table 3. Taguchi
orthogonal array (L16) of 16 sets of simulations are as
shown in Table 4. The MINITAB 17 statistical software
was used for Taguchi design of experiment and analysis of
the finite element simulated data.
3 Results

3.1 Validation of the DEFORM 3D turning
simulations

It is important to validate the results obtained from finite
element simulations using experimental data as established
in previous works [37,47,51,52]. In this study, the cutting
forces obtained from the DEFORM simulation were
validated using experimental data presented by Genga
et al. [45]. A similar approach has been used by other
authors [33,53].

Table 5 shows the comparison between cutting forces
obtained from simulation and experimental results. The
cutting force obtained from the DEFORM

®

3D software
exhibited a similar trend to the experimental data of Genga
et al. [17]. However, there were deviations between the
predicted and the experiment cutting force. These
deviations are often expected and are due to the
simplification of the finite element model, which does
not adequately consider all factors influencing the
machining process [33]. Since the cutting force values are
somewhat close, the DEFORM simulation was used to
predict machining responses for the entire test conditions
listed in Table 4. These responses were then used for
completing Taguchi, ANOVA and regression analyses to
determine the optimum turning parameters. Furthermore,
the optimum turning parameters were then fed back into
DEFORM software for confirmatory simulations.

3.2 Taguchi’s experimental design

Machining processes are affected by several factors some of
which include cutting speed, feed rate, depth of cut, tool
geometry, temperature, cutting fluid types, mode of
cutting fluid delivery, material types and materials
properties [20]. These parameters exhibit complex inter-
relationships which influence several machining responses
such as those considered in this study � cutting forces,



Table 5. Comparison of simulation and experimental cutting force results of Ti-6Al-4V alloy.

Test conditions Numerical directional/plane forces Resultant forces Deviation

Fx Fy Fz Fr (simulation) Fr (experimental)

Cutting speed (45m/min)
Depth of cut (2.0mm)
Feed rate (0.2mm/ref)

246.83 1196.25 219.32 1240.99 1081.99 +15%

Cutting speed (60m/min)
Depth of cut (2.0mm)
Feed rate (0.2mm/ref)

739.50 1250.22 268.32 1477.12 1483.52 �0.5%

Cutting speed (120m/min)
Depth of cut (0.25mm)
Feed rate (0.15mm/ref)

5.72 101.00 23.08 103.76 86.4 +20%

Table 6. Simulation results of cutting force (N), temperature (°C) and cutting power (kW).

Cutting
speed
(m/min)

Depth
of cut
(mm)

Feed
rate
(mm/ref)

Cutting
force
(N)

Cutting
Power
(kW)

Chip-tool
temperature
(°C)

S/N ratio
for cutting
force

S/N ratio
for cutting
power

S/N ratio
for chip-tool
temperature

30 0.25 0.10 104.78 0.05 674.50 �40.41 26.02 �56.58
30 0.75 0.15 563.48 0.28 731.90 �55.02 11.06 �57.29
30 1.00 0.25 1033.54 0.51 763.40 �60.29 5.85 �57.66
30 2.00 0.30 2090.07 1.05 744.60 �66.40 �0.42 �57.44
60 0.25 0.15 148.35 0.15 600.30 �43.43 16.48 �55.57
60 0.75 0.10 582.41 0.58 817.90 �55.30 4.73 �58.25
60 1.00 0.30 1058.75 1.05 863.80 �60.50 �0.42 �58.73
60 2.00 0.25 1747.99 1.77 817.50 �64.85 �4.96 �58.25
120 0.25 0.25 142.42 0.28 954.90 �43.07 11.06 �59.60
120 0.75 0.30 752.26 1.49 881.00 �57.53 �3.46 �58.90
120 1.00 0.10 543.06 1.08 993.00 �54.70 �0.67 �59.94
120 2.00 0.15 1384.21 2.80 996.40 �62.82 �8.94 �59.97
150 0.25 0.30 178.16 0.44 891.80 �45.02 7.13 �59.01
150 0.75 0.25 615.79 1.53 985.30 �55.79 �3.69 �59.87
150 1.00 0.15 766.44 1.91 1018.20 �57.69 �5.62 �60.16
150 2.00 0.10 1060.28 2.68 1000.70 �60.51 �8.56 �60.01

Total mean �55.21 2.85 �58.58
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cutting power and chip-tool interface temperature. There-
fore, it is important to optimise machining process
parameters to identify the most significant parameter
influencing a particular machining operation.

In this study, Taguchi optimisation was done by taking
cutting speed, depth of cut, and feed rate as independent
turning parameters while cutting force, chip-tool interface
temperature and cutting power were taken as the response
factors. Table 6 shows the Taguchi’s factor-response for the
numerical modelling as per the OA described in Section 2.2.
The signal-to-noise (S/N) ratio quality characteristics for
the responses are shown, and according to this methodolo-
gy, the highest value of S/N ratio represents a better
quality. For all the responses, the objective was tominimise
their effects, and therefore the criterion of ‘smaller-the-
better’ was adopted [28].
3.2.1 Cutting force

Table 7 shows the S/N response for the cutting force and
the corresponding means of S/N ratios for the three
parameters are as shown in Figure 3. The objective of every
machining process is to minimise the resultant cutting
forces, and therefore, Taguchi single objective is to
minimise the response output in this case. As shown, the
highest S/N ratios were obtained at level 3 for cutting
speed, and level 1 for both depth of cut and feed rate. This
result means that the optimal conditions for minimising
cutting force were cutting speed, depth of cut and feed rate
of 120mm/s, 0.25mm and 0.1mm/rev respectively.
Furthermore, as shown in Table 7, the depth of cut
exhibited the highest delta value and indicates that it is the
most significant parameter influencing the cutting force in



Table 7. S/N response table for cutting force.

Level Cutting speed (m/min) Depth of cut (mm) Feed rate (mm/rev) Mean S/N ratio

1 �55.53 �42.98 �52.73 �50.41
2 �56.02 �55.91 �54.74 �55.56
3 �54.53 �58.29 �56.00 �56.27
4 �54.75 �63.65 �57.36 �58.59
Delta 1.49 20.67 4.63
Rank 3 1 2

Fig. 3. Main effects plot of S/N ratios of cutting force during turning simulation.
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a turning operation. However, cutting speed influenced
cutting force the least.

3.2.2 Cutting power

The S/N responses for the individual factors for the cutting
power response are as shown in both Figure 4 and Table 8.
The optimum cutting power occurred at level 1 of all the
cutting factors. This result means that to obtain the
minimum cutting power during the machining of the
Ti-6Al-4V alloy cutting speed of 30mm/s, depth of cut of
0.25mm and feed rate of 0.1mm/rev. As shown, the depth
of cut is the most significant factor followed by cutting
speed while the feed rate is the most insignificant factor
influencing the cutting power during the turning operation.
3.2.3 Chip-tool interface temperature

The S/N response table and plots of means for the influence
of each parameter to the interface temperature are as given
in Figure 5 and Table 9. In this case, the optimum set point
for this response was at level 1 for cutting speed and depth
of cut and level 2 for feed rate. This result indicates that the
optimum conditions for minimizing chip-tool interface
temperature is favourable at 30mm/s, 0.25mm and
0.75mm/rev for cutting speed, depth of cut and feed rate
respectively. The cutting speed is the most significant
parameter influencing chip-tool interface temperature,
whereas the feed rate has the lowest influence on the
contact temperature.

3.3 Analysis of variance and regression

The effects of the machining parameters on the turning
process of the Ti-6Al-4V were further analysed through
Analysis of Variance (ANOVA), and the results are as
shown in Table 10. The ANOVA analysis provides a
procedure of testing the statistical hypothesis of occur-
rences of multivariate data. In this analysis, P-value is an
important parameter as it shows the significance of the
factors to the responses. Additionally, F-value evaluates
the null hypothesis of the study; in this case, the null
hypothesis is that cutting speed, depth of cut and feed rate
does not affect the machining responses. As shown for the
cutting force response, all the factors, except cutting speed
have P-values less than 0.05 indicating their significance.
The depth of cut has the highest significance and
contributes about 84% to the cutting force, whereas the



Fig. 4. Main effects plot of S/N ratios of cutting power during turning simulation.

Table 8. S/N response table for cutting power.

Level Cutting speed (m/min) Depth of cut (mm) Feed rate (mm/rev) Mean S/N ratio

1 10.63 15.17 5.38 10.39
2 3.96 2.16 3.24 3.12
3 �0.5 �0.22 2.06 0.45
4 �2.69 �5.72 0.7 �2.57
Delta 13.31 20.89 4.68
Rank 2 1 3

Fig. 5. Main effects plot of S/N ratios of chip-tool interface temperature during turning simulation.
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Table 9. S/N response table for chip-tool interface temperature.

Level Cutting speed (m/min) Depth of cut (mm) Feed rate (mm/rev) Mean S/N ratio

1 �57.24 �57.69 �58.69 �57.87
2 �57.7 �58.58 �58.25 �58.18
3 �59.6 �59.12 �58.84 �59.19
4 �59.76 �58.92 �58.52 �59.07
Delta 2.52 1.43 0.6
Rank 1 2 3

Table 10. Results of ANOVA for cutting force, temperature and power.

Factor DoF Adj SS Adj MS F-Value P-Value Contribution (%)

Cutting force
Cutting speed (m/min) 3 235641 78547 4.42 0.058 4.69
Depth of cut (mm) 3 4227679 1409226 79.38 0.000 84.10
Feed rate (mm/rev) 3 457336 152445 8.59 0.014 9.10
Error 6 106519 17753 2.12
Total 15 5027175 100.00
Temperature
Cutting speed (m/min) 3 187108 62369 18.16 0.002 74.33
Depth of cut (mm) 3 38858 12953 3.77 0.078 15.44
Feed rate (mm/rev) 3 5173 1724 0.50 0.695 2.05
Error 6 20604 3434 8.18
Total 15 251743 100.00
Power
Cutting speed (m/min) 3 3.3125 1.10417 8.01 0.016 29.48
Depth of cut (mm) 3 6.9032 2.30106 16.70 0.003 61.43
Feed rate (mm/rev) 3 0.1950 0.06501 0.47 0.713 1.74
Error 6 0.8268 0.13781 7.36
Total 15 11.2375 100.00

8 J. O. Obiko et al.: Manufacturing Rev. 8, 5 (2021)
cutting speed has the lowest influence on the cutting
force, with a contribution of ∼4.7%. The F-values are all
away from unity (1) indicating that the null hypothesis
can be rejected. Therefore, rejecting the null hypothesis
means that the three factors affect the turning operation
of the titanium alloy. Even the most insignificant
factor (cutting speed) has a P-value, which is not very
far from 0.05.

Similar analysis was performed on chip-tool interface
temperature and cutting power. The results showed that
the cutting speed was the only parameter whose P-value
was less than 0.05 for chip-tool interface temperature
response. It’s contribution to chip-tool interface tempera-
ture was estimated at 74.33%. The feed rate has a very high
value of P (0.695) which indicates its insignificance to the
chip-tool interface temperature. A close look of the
F-values for the factors under temperature response shows
that cutting speed and depth of cut have values far away
from unity (1) while the feed rate has an F-value of 0.5,
which is closer to one. These analyses imply that the null
hypothesis cannot be rejected based on the three factors
but the first two factors only. Similar results can be seen on
for the F-values under the cutting power. However, it can
be seen that the depth of cut has the most significant
influence on the cutting power with the highest contribu-
tion of 61.4%. The feed rate has the lowest influence on the
cutting power with an overall contribution of 1.74%. The
results obtained from ANOVA corroborate the most
significant parameters indicated by the delta values
obtained from optimisation of Taguchi response in
Section 3.1.

To understand the relationship between dependent and
independent variables in this study, regression analyses
were undertaken with cutting force (F), chip-tool interface
temperature (T) and cutting power (P) as the dependent
factors whereas the independent factors were cutting speed
(Cs), feed rate (fr), and depth of cutting (dc). The
predictive equations based on the linear regression analysis



(a) (b)

(c)

Fig. 6. A plot comparing the response factor obtained by the regression model. (a) Comparison of the predicted and simulated cutting
force. (b) Comparison of the predicted and simulated chip-tool temperature. (c) Comparison of predicted and simulated cutting power.
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for the dependent factors are represented below.

F ¼ �202� 2:548Cs þ 803:7dc þ 2127fr ðR2 ¼ 0:97Þ

T ¼ 604:3þ 2:241Cs þ 56:0dc � 18fr ðR2 ¼ 0:80Þ

P ¼ �0:599þ 0:00953Cs þ 1:022dc þ 0:885fr ðR2 ¼ 0:90Þ

Plots comparing the predicted and simulated values of
the cutting force, temperature and cutting power are as
shown in Figure 6. The R2 values for each of the regression
are computed and indicated in the regression equations
above. The results showed that theR2 values are closer to 1,
indicating that the equations obtained from the linear
regression can estimate the cutting force, chip-tool
interface temperature and cutting power.

3.4 Confirmation simulation

From the Taguchi design of experimental trials, the
optimal parameters (cutting speed, depth of cut, and feed
rate) for turning of Ti-6Al-4V alloy considering three
machining response (cutting force, cutting power and chip-
tool interface temperature) were determined. These
optimal parameters variables are as summarised in
Table 11. The parameters were used to run confirmatory
turning simulations on the DEFORM software, the
measured cutting force, cutting power, and chip-tool
temperature are as shown in Table 11. The results show
that the optimisation of turning parameters considering
cutting force as the response resulted in the lowest cutting
force (88.21N) and chip-tool temperature (387.24 °C).
Chip-tool interface temperature was next to cutting force
response while cutting power response was the highest.
This results indicate that optimising turning parameters
(cutting speed, depth of cut, and feed rate) with cutting
force response as the target is more effective than the other
machining responses [54].
4 Discussion

Reducing the cost of machining during manufacturing of
titanium-based product is a long-coveted desire. However,



Table 11. Summarised optimal parameters and output of the confirmation simulation.

Optimal simulation results

Responses Optimal test conditions Cutting force (N) Cutting power (kW) Temperature (C)
Cutting Force (N) Cutting speed (120m/min)

Depth of cut (0.25mm)
Feed rate (0.1mm/rev)

88.21 0.17 387.24

Cutting power (kW) Cutting speed (30m/min)
Depth of cut (0.25mm)
Feed rate (0.1mm/rev)

137.19 0.07 689.88

Chip-tool Temperature (°C) Cutting speed (30m/min)
Depth of cut (0.25mm)
Feed rate (0.15mm/rev)

116.48 0.06 494.63
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high cost of experiment and difficulty associated with
achieving good machinability in titanium alloys have
remained an impediment. Computational methods involv-
ing finite element modelling coupled with Taguchi
experimental design and statistical analysis [55–57] could
be used to reduce the cost of conducting machining
experiments. Lower production cost can be achieved by
determining optimum parameters for obtaining good
machinability. The typical machinability indicators
include surface roughness of the workpiece, metal removal
rate and tool wear rate [58]. These indicators largely
influence the cutting forces, chip-tool interface tempera-
ture, chip formation, cutting power and residual stress
which are machining responses taken during experiments
[57]. Of these responses, this study focused on the cutting
forces, cutting power and chip-tool interface temperatures
which promote tool wear and surface roughness of the
workpiece when their values are high. You et al. [46]
confirmed from experimental analyses that lower feed rate,
slow cutting speed and small depth of cut offered significant
advantage in minimising surface roughness and tool wear
rate during turning operation. This study focused on
minimising the cutting force, cutting power and chip-tool
interface temperature during turning of Ti-6Al-4V alloy.
This was achieved by considering two important research
questions:

–
 Could DEFORM simulation be used to predict the
machining response of Ti-6Al-4V during turning opera-
tion?
–
 What are the preferred or most significant conditions
for reducing machining response during turning of
Ti-6Al-4V?

These questions are addressed in two parts. In the first
part of this study, DEFORM simulation results were
compared with experimental results (Tab. 5). The results
showed that the cutting force obtained from predictions
follow a similar trend as the experiment, but there were up
to 20% deviations in the cutting forces. These deviations
are expected because experimental conditions are rarely
truly represented in simulations, assumptions have to be
made during simulations to simplify the model. One
assumption made during the simulations in this study is
that a constant coefficient of friction was taken to be 0.6 to
represent a wet machining carried out by Genga et al. [45].
During turning experiment, the coefficient of friction may
not be constant, and this may explain the slight
discrepancies in the values of the cutting forces obtained
during simulations and experiments. Li and Shih [33] and
Vosough et al. [53] have both reported variations of up to
15% when cutting forces optioned from experiment and
simulations were compared. Despite the discrepancies
observed in this study, the authors considered the
machining response obtained from the DEFORM simu-
lations to be valid since the trends are similar.

In the second part, Taguchi, ANOVA and regression
analyses were used to determine the optimum parameters
for minimising the machining response. The results
presented in Sections 3.2.1–3.2.3 indicated that 120m/
min, 0.25mm, and 0.1mm/rev are the optimum param-
eters for minimising cutting force response, 30m/min,
0.25mm, and 0.1mm/rev are the optimum parameters for
cutting power response and 30m/min, 0.25mm and
0.1mm/rev are the optimum parameters for chip-tool
interface temperature response. For every response, the
parameter with the most significant influence was deter-
mined using Taguchi and ANOVA. The observations from
the two analyses were consistent; depth of cut has the
largest contribution to cutting force and cutting power
while cutting speed has the largest contribution to chip-
tool interface temperature. These observations are also in
agreement with some experimental findings of previous
authors. Abhang and Hameedullah [59], Kamruzzaman
et al. [60] and Heigel et al. [61] reported that increasing
cutting speed had the most significant influence on the
chip-tool interface temperature. High cutting speed
increases the friction at the tool-workpiece interface.
Due to the low thermal conductivity of titanium
alloys, the workpiece heats up. During machining, there
is no sufficient time for heat dissipation into the
environment to occur, hence interface temperature
increases. Experimental findings on the effect of cutting
parameters on cutting force have been inconsistent.
Kosaraju et al. [62] deduced from Taguchi analysis that
cutting speed had the highest effect on cutting force when
compared with feed rate and depth of cut. This finding is
inconsistent with the observation from this work. The
contradiction was due to the small experimental matrix:
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lower cutting speed (45–75m/min), and depth of cuts (0.5–
1.5mm) considered in their work. In another study,
Andriya and Narashimhulu [63] reported that the main
factor which influences cutting forces during drymachining
of Ti-6Al-4V is the depth of cut, this observation is
consistent with the prediction in this study, however, the
turning simulation condition were different. It appears that
determining the parameter with the largest contribution to
cutting force during turning operation is highly dependent
on the experimental matrix. Therefore, it is proposed that
subsequent studies on turning of titanium alloys should
consider correlating findings from different experimental
matrix with simulations to validate the critical parameters
driving machining responses.

Amongst the three machining responses considered in
this study, regression analysis (Fig. 6) showed that cutting
force response had the highest correlation coefficient with
the cutting parameters. The confirmatory turning simula-
tion on DEFORM also indicated that using optimised
parameters, cutting force response could significantly
minimise all the machining responses considered in this
study. From the simulation results, it shows that other
machining responses such as surface roughness, and tool
wear rate can be minimised by optimising the cutting force
and chip-tool interface temperature.
5 Conclusion

In this work, turning simulation on DEFORM, Taguchi
method and ANOVA were used to analyse turning
operation of Ti-6Al-4V alloy. From the results, the
following conclusions can be drawn:

–
 DEFORM 3D turning simulation can be used to obtain
machining responses that are close to experimental
outcomes for machining Ti-6Al-4V alloy. This would
reduce the cost of machining experiment significantly.
–
 Taguchi analysis and ANOVA showed that optimum
parameters for cutting force response (cutting speed of
120m/min, 0.25mm depth of cut and 0.1mm/rev) were
most effective in minimising cutting force, cutting power
and chip-tool interface temperatures. These parameters
would offer the best machinability during turning of
Ti-6Al-4V alloy.
–
 In this study, cutting speed was identified as a critical
parameter that influenced tool-workpiece interface
temperature, and this was consistent with the findings
of previous authors. However, depth of cut which was
identified as the critical parameter that influence cutting
forces in this study differs from the work of previous
authors. This was attributed to the variations in
experimental design as well as the wide range of
parameters considered in different studies on machining
of titanium alloys.
–
 It is recommended that a range of standardised
parameters for different titanium machining processes
should be established not only to compare results
obtained by different researchers but also to accurately
capture the progress and recent advances in the
machining of titanium alloys.
–
 The experimental validation of the expanded parameters
in this study is currently being considered as part of our
future work on machining of Ti-6Al-4V and other
experimental titanium alloys.
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